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The Demonstration

This is a demonstration of interaction between people and 3D animated characters presented in the real world locations with a prototype Wearable Augmented Reality System. The wearer can command the animated agents to pick up, move, and recombine virtual objects using voice commands coordinated with the action of walking close to or looking at virtual objects or characters. The animated agents respond to the wearer’s real world location, focus of attention, and voice interaction. This is accomplished with differential GPS positioning, head orientation tracking, and voice recognition software. The 3D animated agents and virtual objects are displayed on a see-through head mounted display with agent voices and musical cues presented in 3D audio. The hardware consists of a computer system and GPS receivers worn in the back of a vest connected to a head mounted display unit with microphone, earphones, and a head tracker. The software is a C++ application that handles real time inputs, update of the wearer’s position and orientation, logic in the form of goal directed character behavior, agent and object animation, and 3D sound cues.

Tracking precision is the technical challenge currently limiting most augmented reality applications. This demonstration gets around this problem by presenting all virtual objects in a form where it appears natural for them to fly or float rather than be firmly fixed to the ground or any real object. The agent characters are flying creatures: ladybugs, butterflies, and dragonflies. They move naturally and do not appear as if they should be precisely aligned to any one spot. Other virtual objects are given internal motions consistent with floating in the real world spaces. This enables a wearer immersed in the application to perceive the imperfect blend of real and virtual space as normal to the experience without drawing attention to the technical limitations. Interaction is based on models familiar to everyone, human conversation and physically walking up to or looking at virtual objects. This demonstration presents these ideas in an entertaining game context in which the wearer commands the agents to assemble musical ensembles from whimsical virtual instruments.
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Whimsical virtual musical instruments created for this application.
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Author with the mobile augmented reality system at the Golden Gate Bridge
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Power and Space Requirements

The system demonstrated is designed for outdoor use. It can be demonstrated indoors without users walking around. For indoor demonstration about two square meters of floor space and a small table or chair to rest the equipment between use would be appropriate. For outdoor demonstration a small open field, yard, or plaza about twenty meters across would be appropriate. In either case one 120 VAC power outlet for recharging batteries would be helpful.
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